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ABSTRACT: Privacy-preserving data mining (PPDM) refers to the area of data mining that seeks to safeguard 
sensitive information from disclosure. There are anonymization techniques, like generalization and bucketization, have 
been designed for privacy preserving microdata publishing. But generalization loses considerable amount of 
information, for high-dimensional data. Bucketization does not prevent membership disclosure and does not apply for 
data that do not have a clear separation between quasi-identifying attributes and sensitive attributes. A new novel 
technique called slicing, which partitions the data both horizontally and vertically. Overlapping slicing, this duplicates 
an attribute in more than one column. Overlap slicing preserves better utility than generalization and is more effective 
than bucketization for the sensitive attribute and used to prevent membership disclosure. 
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I. INTRODUCTION 
 

Privacy Preserving publishing of microdata has been studied extensively in recent years. Microdata contain 
records each of which contains information about an individual entity, such as a person, a household, or an 
organization. Several microdata anonymization techniques have been proposed. For anonymization the attributes are of 
three categories 1) identifiers used to identify an individual. E.g.: username, 2) Quasi Identifiers are public to an 
individual and when they are linked to the other databases E.g.: gender, birth date 3) Sensitive attributes which must be 
protected and kept in privacy E.g.: disease, phone number.  
  

In the data collection phase, the data holder collects data from record owners (e.g., Alice and Bob). In the data 
publishing phase, the data holder releases the collected data to a data miner or the public, called the data recipient, who 
will then conduct data mining on the published data. Fig-1 denotes Data collection and Data Publishing phase for the 
data analyzer to from the data owner.  
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Fig-1:  Data collection and Data Publishing 
 
An individual’s name in a public voter list was linked with his record in a published medical database through 

the combination of zip code, date of birth, and sex, as shown in Fig-2. Each of these attributes does not uniquely 
identify a record owner, but their combination, called the quasi-identifier, often singles out a unique or a small number 
of record owners.  

 

 
 

Fig-2: Linking to re-identify record owner 
 

The released data gives useful information to researchers; it presents disclosure risk to the individuals whose 
data are in the released data. Therefore, the objective is to limit the disclosure risk to an acceptable level while 
maximizing the benefit. This is achieved by anonymizing the release of data. 

 
II .EXISTING SYSTEM 

 
In this generalization and bucketization have been designed for privacy preserving micro data publishing.     
 

Generalization 
In generalization first removes identifiers from the data and then partitions tuples into buckets. It transforms 

the QI-values in each bucket into “less specific but semantically consistent” values so that tuples in the same bucket 
cannot be distinguished by their QI values.  

The original table Table-1 which is to be published is the micro data which is to be anonymized before 
publishing it. It will contain identifiers, quasi identifiers, and sensitive attributes. 
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Table-1: Microdata to be published 
 

 
Table-2: Generalized Table 

 
The Table-2 is the generalized table from the original table. But generalization loses considerable amount of 

information, for high-dimensional data. 
Bucketization 

Bucketization does not prevent membership disclosure and does not apply for data that do not have a clear 
separation between quasi-identifying attributes and sensitive attributes. In bucketization first removes identifiers from 
the data and then partitions tuples into buckets. 

It separates the SAs from the QIs by randomly permuting the SA values in each bucket. The anonymized data 
consist of a set of buckets with permuted sensitive attribute values. Bucketization first partitions tuples in the table into 
buckets and then separates the quasi identifiers with the sensitive attribute by randomly permuting the sensitive 
attribute values in each bucket. Table-3  is the bucketized Table from the original table. 
 

 
Table-3: Bucketized Table 
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Disadvantages of existing system 
 

Bucketization does not prevent membership disclosure. Because bucketization publishes the QI values in their 
original forms, an adversary can find out whether an individual has a record in the published data or not. Bucketization 
requires a clear separation between QIs and SAs. However, in many data sets, it is unclear which attributes are QIs and 
which are SAs. Generalization for k-anonymity losses considerable amount of information, especially for high-
dimensional data 

 
III. PROPOSED SYSTEM 

 
Slicing is technique used for privacy-preserving during data publishing. It is a data anonymization technique 

which partitions the data set both vertically and horizontally. Vertical partitioning is done by grouping attributes into 
columns based on the correlations among the attributes. Each column contains a subset of attributes that are highly 
correlated. Horizontal partitioning is done by grouping tuples into buckets. Finally, within each bucket, values in each 
column are randomly permutated (or sorted) to break the linking between different columns. 

The overlapping slicing method for handling high into more than one column is used. It provides better data 
utility using l diversity requirement for high dimensional data.  It use an efficient algorithm called chi matrix for 
attribute correlation, to protect privacy by breaking the association of uncorrelated attributes and preserve data utility 
by preserving the association between highly correlated attributes. This technique releases no correlations between 
attributes thereby, overlapping slicing preserves better data utility in workloads involving the sensitive attributes. 
  
Advantage of Proposed System 
 It preserves better data utility than generalization. It preserves more attribute correlations with the SAs than 
bucketization. It can also handle high-dimensional data and data without a clear separation of QIs and SAs. Slicing can 
be effectively used for preventing attribute disclosure, based on the privacy requirement of ‘l-diversity. Overlapping 
slicing duplicates an attribute in more than one column. It releases more attribute correlation. 

 
IV.CONCLUSION 

 
Slicing partitions the data both horizontally and vertically. It preserves better data utility than generalization 

and preserves attribute correlations with the SAs than bucketization. Data slicing preserves better utility than 
generalization and also does not requires clear separation between Quasi-identifying and sensitive attributes. The sliced 
table can be computed efficiently. It can also handle high-dimensional data and data without a clear separation of QIs 
and SAs. It breaks association between the attributes in that data. Overlapping slicing, this duplicates an attribute in 
more than one column. These releases more attribute correlations.  
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